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When communicating via social media, people rely heavily on text-based emotional expression. However, interpreting and 
understanding emotions expressed by others over text is challenging due to the lack of non-verbal communication cues such as tone 
and body language. Advances in Artificial Intelligence (AI), especially in natural language processing and large-language models, 
have made significant advances in nuanced language interpretation. Yet, human emotion is a complex psychological phenomenon. 
AI-based emotion detection is still an emerging field, lacking comparative studies and human-oriented design approaches. In this 
research, we take a human-centred approach to developing and validating emotion detection machine learning (ML) models in 
the context of text-based social media communication. We propose an interdisciplinary approach in which a natural language 
processing model, based on the popular RoBERTa ML model, is trained on datasets of social media communications labelled using 
different psychological emotion theories. The trained emotion detection models are then validated through a user study that compares 
the model output to human evaluators to determine which model best replicates human emotion interpretation.  
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1 INTRODUCTION 

Emotion detection and interpretation is a complex field due to the multidimensional factors of human 
language understanding. When recognizing human emotions through speech, individuals rely heavily on physical cues, 
such as body language, tone of voice, and facial expressions [7]. With the rise of social media, people rely heavily 
on emotional expression through posts, comments, and social media interactions [8]. Emotion interpretations vary 
across cultures, age groups, and societal groups [5,6]; thus, the lack of non-verbal communication cues on social media 
text posts adds another layer of complexity to emotion recognition.  

Advances have been made within the field of sentiment analysis and emotion detection to develop and improve 
machine learning (ML) models for social media platforms [8,16,17]. However, many of these models cater to industry 
sectors, such as businesses that want to gather information on their products based on customer reviews or researchers 
looking into political discourse [1,2]. While some work has been done in terms of depression, hate speech, and sarcasm 
detection, there is a gap in the research regarding assisting users in emotion detection and interpretation [2,9,15]. 
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The ultimate goal of this research is to develop reliable emotional detection models to help social media users 
interpret intended emotion of text-based posts. This may help minimize misunderstandings in social media-based 
communications, and also improve the accessibility of social media communications for people who have issues 
recognizing emotions, for instance, some autistic people [10]. An important first step towards this goal is to develop 
reliable emotion detection models. This research proposes a new methodology to develop a reliable model and to 
validate its effectiveness. 

2 RESEARCH PROBLEM 

The lack of non-verbal communication cues, anonymity, and other factors create challenges for accurately interpreting 
text-based communications on social media. Such misunderstandings can lead to interpersonal conflict, psychological 
stress, and social isolation. Developing ML tools for automated emotion detection in text-based communication platforms 
may help prevent such misunderstandings and result in more positive social outcomes. However, despite advancements in 
ML models for emotion detection, limitations and inconsistencies exist in data labeling and in model training and validation 
[1,2,12,13]. Prior research has found inconsistencies in emotion labels due to discrepancies in their meanings [14,16]. Also, 
many emotion detection ML models are rarely validated against human interpretations, raising questions about their 
applicability in real-world settings [2,8,16].  

3 PROPOSED SOLUTION 

To tackle this problem, we take an interdisciplinary approach at the intersection of AI, psychology, and human-computer 
interaction to introduce a novel methodology for emotion detection ML training and validation. The proposed methodology 
is divided into two stages, as described below.  

Stage 1: Human-centred model training. In this stage we will create multiple emotion detection ML models. To 
create these emotion detectors, we will first create custom datasets for training and model performance testing. Each dataset 
will use the same underlying text-based content derived from social media posts. Each version of the dataset will be labeled 
using a different prominent theoretical emotion model from the psychology literature, for instance, the Categorical theory 
of emotion and the Dimensional theory of emotion [3,4,7,11]. Each emotion model dataset will then be used to train 
different emotion detection ML models, using the underlying TweetNLP RoBERTa-based ML model. Data will be 
gathered from X (formerly Twitter), with a focus on LGBTIQA+ college and university students for this project.  

Stage 2: Human-centred model validation. To validate the emotion detection ML models created in stage 1, we will 
compare the output against human evaluators of the same text-based dataset. An online user study will be conducted using 
a crowd work platform such as Amazon Mechanical Turk. Participants will be asked to interpret the intended emotion of 
text-based content based on a set of provided emotion labels (based on the respective models used for emotion training). 
Participants’ emotional intelligence will also be measured using standardized psychological scales for this personality trait.  

The human-based emotion interpretation will then be compared with the output of the different emotion detector ML 
models to determine the level of agreement between the ML models and human interpreters. The data will also be analyzed 
to determine whether human-based interpretation of the data and the level of agreement with the respective models are 
impacted by participants’ emotional intelligence scores. 

4 NEXT STEPS 

We have created our initial models, and selected our emotion theories to use for stage 1 of the research. The immediate 
next step in the research will involve gathering the needed social media data for creating our training and performance 
testing datasets. Selection of an appropriate crowd work platform and conducting the user study will follow. 
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GOALS
Training an ML model on a mix between Categorical &
Dimensional emotion models [3]
Validate the results of the model with human
evaluators 

PILOT STUDY RESULTS

The pilot study was intended to understand better how humans
interpret emotion and how the trained model compares the
human evaluators. The goal of this study includes:

DIMENSIONAL THEORY OF EMOTIONCATEGORIAL THEORY OF EMOTION

PSYCHOLOGICAL EMOTION MODELS

HUMAN-CENTRED TRAINING AND VALIDATION OF TEXT-BASED
EMOTION DETECTION MACHINE LEARNING MODELS
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INTRODUCTION
Text-based emotion detection has multiple challenges, including detection,

classification, and interpretation. In-person interactions, humans rely heavily
on physical cues, such as body language, tone, and facial expression, to

interpret emotions [4]. While many use social media to express their feelings
and opinions, social media also causes isolation for those who struggle to

understand these posts [5]. 

OBJECTIVE
This research project aims to develop improved approaches for automated

emotion detection of text-based social media content. We aim to introduce a
novel methodology for the emotion detection process. Starting from data

gathering and labelling to model training, testing, and evaluation. 

RESEARCH PROBLEM
Many advancements have been made in Natural Language Processing (NLP),

specifically sentiment analysis (determining the polarity of a text) and emotion
detection. However, there are inconsistencies in emotion labels and

discrepancies in their meanings [1,2]. Additionally, many emotion detection
models are not validated in real-world settings or by human evaluators [1,2]. 

METHODOLOGY

The proposed methodology includes the
following: 

Identifying psychological emotion models
Labeling data based on emotion models
Training a machine learning model on the
given data
Have human evaluators label the test data
Compare the results of the human
evaluator data to that of the models 

FUTURE WORK
Collect Twitter dataset based on LGBTIQA+ college/university students.
Select psychological emotion models: one Categorical & one Dimensional model.
Conduct the proposed method to train, test, and evaluate RoBERTA based ML model.
Crowdsourcing human evaluators to select the most appropriate label for the test data.
Conduct comparative analysis on the results of the human evaluators and model output
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